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Abstract

SpeechLab 2.0 is a high quality and very effi-
cient text-to-speech engine for Bulgarian, which
applies a sophisticated rule-based approach for
tokenization, part-of-speech tagging, phonetiza-
tion and prosody annotation. All stages of the
text processing, including grammatical and ac-
centual dictionary application, contextual rules
for grammatical and prosodic annotations and
phonetization, are implemented as a pipeline of
finite state bimachines and subsequential trans-
ducers. The main advantage of the new method
for text processing for speech synthesis is its
very high efficiency for complex linguistic anal-
ysis. Some specific aspects of the Bulgarian
phonology and prosody are presented as well.
Using the FD-PSOLA algorithm for signal gen-
eration our system delivers Bulgarian speech
with very high intelligibility and naturalness by
a processing speed of 960 words/sec.’

Keywords: text to speech, text processing,
finite state devices, natural language processing

1 Introduction

A modern text-to-speech (TTS) system has to
provide a number of features including sophis-
ticated text analysis and robustness, to deliver
intelligibility and naturalness of the generated
speech and to achieve high performance and ro-
bustness. Currently a number of high quality T'TS
systems for English, French and German have
been developed (Santen et al. 97; Dutoit 94). The
development of a high quality TTS system for a
new language is still a challenge.

To the best of our knowledge, no comprehensive
achievements have been made so far in the de-
velopment of a high-quality speech synthesizer for
Bulgarian. The first Bulgarian TTS system called
“Betsy” has been developed by Borislav Zahariev
in the framework of his Ph.D Thesis (Zahariev 93).
While being quite an achievement for the time it
was created, Betsy’s voice sounds unnatural and
applies only a few linguistic rules, which makes it
hard to understand and does not suffice the need
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for a fast and reliable text-to-speech system. In
(Totkov et al. 03) the authors report for another
Bulgarian TTS system. This system also suffers
from the lack of more advanced text analysis tech-
niques for accent and prosody annotation.

In this paper we present a new approach for
text processing, which we use in the SpeechlLab
2.0 TTS system. We apply a rule-based approach
implemented by a pipe finite state devices (Ka-
plan & Kay 94; Roche & Schabes 97). Although
finite state devices have been used extensively for
phonetic translation (Sproat 97; Laporte 97), our
method differs significantly in respect to the fol-
lowing three features: First we use only subse-
quential transducers and bimachines, which have
been constructed by determinization of regular re-
lations. Second, all the finite-state devices (in-
cluding the dictionaries) are text rewriting devices
— the whole text is deterministically transduced
by each of the transducers. Third, starting from
the input text all finite-state devices are simply
applied in a pipe, which provides a simple imple-
mentation, application of complex linguistic rules
and dictionaries and results in very high efficiency.

The first phase of text processing proceeds with
the GrammULab system (Doychinova & Mihov 04)
for Part-of-Speech annotation. At the second
phase we apply an Bulgarian accentual dictionary
with 1 million wordforms, an English pronuncia-
tion dictionary with 60000 wordforms and a user
defined custom pronunciation dictionary. The
third phase proceeds with 98 contextual rules for
phonetization, accent determinization, unknown
words processing. At last 91 rules for prosody
annotation are applied. For the signal synthe-
sis we use a diphone concatenation system based
on the well-known FD-PSOLA method (Moulines
& Charpentier 90), which delivers a high quality
Bulgarian speech.

In the next section we present the general text
analysis provided by the system. Section 3 de-
scribes the details of the phonetization procedure



for Bulgarian. We present the Bulgarian prosody
annotation in Section 4. The technology used for
text processing in the SpeechLab 2.0 system is
presented in Section 5 and the implementation
details are given in Section 6. Finally the con-
clusion presents some general comments and di-
rections for further work.

2 General text analysis

The general text analysis component in Speech-
Lab 2.0 counsists of four stages — tokenization,
grammar dictionary application, unknown words
guessing and contextual part-of-speech (POS) dis-
ambiguation. At the end the input text is anno-
tated with token tags and POS tags. We have
used the tagger described in (Doychinova & Mi-
hov 04) for the implementation of this subsystem.

The overall precision of the tagger is over 98.4%
for full disambiguation and the processing speed
is over 34K words/sec on a personal computer.

Below we give a short overview of the four
stages.

2.1 Tokenizer

The system uses a sophisticated tokenizer, which
marks and categorizes tokens as numeral expres-
sions, dates, hours, abbreviations, URLs, items,
punctuation, words, abbreviations etc. Words in
Latin and Cyrillic are differently marked when
capitalized or upper case. Punctuation is clas-
sified according to the type and the function of
the sign. Sentence boundaries are recognized as
well. The tokenizer is implemented as a compo-
sition of 53 contextual rewriting rules composed
into 4 bimachines.

2.2 Grammatical dictionary

The dictionary assigns to each dictionary word in
the text its ambiguity class and its initial tag.
The initial tag is usually the most probable tag
for the ambiguity class. For example, the class
which consists of adverbs and neutral adjectives
gets adverb as a most probable tag, because in
an representative corpus these words are adverbs
2 times more often than adjectives. The dictio-
nary contains about 1 million wordforms. Since
each wordform can occur in lower case, upper case
or capitalized, the dictionary contains 3 millions
strings. It is implemented as one (big) rewriting
rule represented by a subsequential transducer us-
ing the construction method presented in (Mihov
& Schulz 04).

2.3 Unknown word guesser

The guesser handles the words that are not in the
dictionary. The constructed rules are analyzing
the suffix for guessing the word’s morphology and
for assigning the initial part-of-speech tag and the
ambiguity class. The guesser is implemented as a
composition of 73 rewrite rules all compiled into
a single bimachine.

2.4 Contextual Disambiguation Rules

The part-of-speech ambiguity ratio for a represen-
tative Bulgarian corpus is 1.51 tags/word, which
means that in average every second word is am-
biguous. For solving the ambiguities we apply 148
contextual rules, which can utilize part-of-speech,
lexical or dictionary information on the context.
All 148 contextual rules are composed into 4 bi-
machines, which we apply in the pipeline.

3 Phonetization

We present a brief description of the phonetic in-
ventory of Bulgarian, with a discussion of the ap-
proach used to select and segment phonetic units
for the system. One of the main specifics of Bul-
garian language is the combination of phonetic
and morphological orthographic principle. This
is the reason for us to choose the description for
text-to-speech processing by means of phonetic
and grammatical rules that rewrite the text by
annotating it with phonetic description.

For the development of the formal rules a mor-
phologically tagged corpus of 50000 words was
transcribed. A set of rewrite rules were developed
for the preprocessing of the orthographic format
of written text into a phonetic alphabet, serving
as input to the speech synthesizer. Our work was
oriented towards capturing the specifics of the Lit-
erary Bulgarian speech and attaining intelligibil-
ity and expressiveness of the generated speech.

3.1 Phonetic Description of Bulgarian

The first stage of formal description included an
large size Bulgarian accentual dictionary and the
elaboration of letter-to-sound rules that capture
the close correspondence existing between letters
(symbolic representation) and pronunciation.
One of the specifics of the Bulgarian language is
the free word stress. The change of stress position
in the different forms of the word, homographs
and the accent features and specifics of some cli-
tics in different word order constructions gives rise



to many problems in text-to-speech preprocessing.

Stress movement is accounted for by means of a
dictionary consisting of over 1 million units with
marking of primary and supplementary stresses.
Most cases of homography are resolved by the tag-
ger. For the description of the phonetic peculiari-
ties of some specific word order models and gram-
matical constructions a set of rules were created as
well as special dictionaries of some phrases. Those
rules have been used to resolve cases like the one
in “JTo6sp Beuep” (Good evening) where in the ad-
jective “mo6wp” (good) the vowel "o" is stressed,
while usually "B" is the stressed vowel. Var-
ious combinations of prepositions, conjunctions
and particles are analyzed for stress movements
as well.

For the purposes of our text-to-speech system
we adapted the traditional phonological system
of Bulgarian to a phonetic system consisting of
45 phonemes, including 39 consonants and 6 vow-
els with additional accounting for certain specifics
of speech such as stressed and unstressed vowels.
etc. The precise number of Bulgarian phonemes
was determined with regard to the necessary-and-
sufficient condition in the representation of the
groups of vowels and consonants needed for the di-
phone concatenation and its later implementation
in the generation of natural sounding Bulgarian
speech. Speech was modeled as a linear sequence
of these phones. Table 3.1 shows the correspon-
dence between the phonemes, their pronunciation
being represented by the corresponding symbol
established in the standard Phonetic Alphabet -
SAMPA, and the characters of the Bulgarian al-
phabet, and an example of the occurrence of each
phoneme in a Bulgarian word.

3.2 Structural rule-based representation
of Bulgarian speech

Rules are used to perform accurate phonological
description of Bulgarian speech. The represen-
tation of Bulgarian speech is based on a set of
phonological distinctive features — atomic units
by means of which phonemes are described. The
groups of consonants and vowels are further di-
vided into subgroups on the basis of the correla-
tive phonetic features regularly occurring in lit-
erary speech. The determination of the set of
vowels differs from the traditional approach in
that it includes all stressed vowels and their un-
stressed allophones, the reduction feature (in un-
stressed position) conforming to reduction rules

Consonants

Non-palatalized | Palatalized | Vowels Semivowel
6[b] 6aba p’] nan b|@] mbr | [j] an
B[v] Baga b’] 651 o[o] xon
r|g] rapra t’] Tax y[u] Typ
ald] momar d’] nan ele] dbec
xK|Z] xxabu k’] xsip uli] mup
nxk[dZ] mxam g’] riox ala] gap
3[z] 3mus ts’] ms

n3[dz] n3BBH dz’] n3sn

nf[p] nanxa ] dror

D[f] ponran v'| Bsn

k[k] xorka s’] s

T[t] Tenedpon 2’| 351

II[S] mwanxa x’| xrom

Y[tS] wama m’] Max

c[s] cam n’] HaM

ufts] mana I'] nax

x[x] xopa r’] psi3

p[r] posa

a[l] nexap

Mm[m] mama

u[n] moc

Table 1: Bulgarian Phonemic System.

established in literary tradition. The group of
consonants (obstruents) is divided into subgroups
based on the correlative characteristics +voice
and -voice; +palatalness and -palatalness. The
glide [j| groups together the sounds represented
in spelling by the letters "#", "s" and the glide
formant of the sounds represented graphically by
”5{”, "IO".

Other special rules describe the letters stand-
ing for two sounds like "m", "wo", "a" or single
phonemes represented by digraphs such as "nz3",
"mx". In these cases the letters may at the same
time represent two distinct sounds occurring on a
morpheme boundary. The problem of ambiguity
in these cases is sufficiently resolved with special
rules and a dictionary of words that include these
digraphs, most of which are in fact rare or dialect
words.

The organization of the phonemes into groups
is the basis for the elaboration of formal rules for
resolving problems such as stressed or unstressed
vowels, voice assimilation and palatalization of
consonants.

The possible sound alternations are described
by means of context rules, based on the contradis-
tinction of correlative features. The assimilation
in Bulgarian may be described as an anticipatory
(regressive) adoption ("copying") of a certain fea-
ture by the target sound from the sound in the im-
mediate environment following it. The source of
assimilation is the second sound in the sequence.
One of the most important features of Bulgarian
consonants is the alternation of voiced and voice-
less consonants in certain positions in words.

The rules for the combination of two or more



consonants replace voiced consonants with voice-
less and vice versa under certain conditions
(the influence of the first neighboring consonant
regarded backwards). For example the word
"ormasua" (a long time ago), in the combina-
tion of "Tx", "a" voices "t" and the word is pro-
nounced [odd‘avna]. In the word “6escunen” (fee-
ble), in the combination "3c", "c¢" influences "3"

and the word is pronounced [bess‘ilen]|.

A special place in the description is deter-
mined for the phonemes "8" and "8’", after which
both voiced and voiceless consonants can be pro-
nounced - for example “sBap” [zv’‘ar| (beast),
“cear” [sv’‘at] (world), “msop” [dv‘or] (yard),
“rBopuectBo” [tv‘ortSestvo| (creative work).

In connected speech words form a continuous
speech chain. Another important phonetic char-
acteristic of the Bulgarian language, which should
be described with formal rules, is the word bound-
aries assimilation. This is the reason for the char-
acteristic changes that occur word initially and
word finally in neighboring words. Each word or
a set of words is regarded as a string of phonemes,
whose boundaries are determined by special rules.
For example, some consonants are not influenced
by the assimilation under certain conditions.

A special case is presented by the negation
particle "me" [ne| (not), which is unstressed in
the construction "Toit ve me ymapu" [t‘0j ne m‘e
ud‘ari] (He has not hit me.), since it is followed
by the short personal pronoun "me" (me). In the
fragment "me 3esieH, HO He u uepBeH" [n‘e zel‘en
no n‘e i tServ'en| (not green but not red as well)
the particle is stressed, because it is followed by
an adjective. The formal rules for the particle
"we" (not) also subsume grammatical construc-
tions with the auxiliary verb "cum" (to be), oth-
erwise unstressed in all its forms, but assuming
stress in all forms to the exception of the 3d per-
son, singular, Present form “e” [e] (is), if it is pre-
ceded by the negative particle "ue" (not), e. g.
"Toi e uosek. Twu He cu voBek" [t‘0] e tSovek
t‘i ne s‘i tSov‘ek| (He is a man. You are not a
man.). According to the their stress features func-
tion words were described and classified in three
classes: always stressed, always unstressed and
stressed under specific conditions.

Special rules for the determination of stress po-
sitions are needed for the definite forms of mas-
culine nouns and definite masculine word forms
of adjectives, numerals in some of which the def-

inite article receives the word stress - "‘a/‘a"
"ar" (pronounced [‘@/j‘Q] and [j‘@Qt]) for exam-
ple: "mbx" [m‘QZ] (man) - "mbxa" [MQZ‘Q]
(the man) - "mbxbr" [M@Z‘@t] (the man); "en"
[d‘en]| (day) - "meus" [den’*@] (the day) - "memsar"
[den’*@t| (the day). The same problem occurs also
with first person, singular and third person plural
present tense forms of Bulgarian verbs belonging
to I and II conjugation type ending in "‘a/‘a" and
"ar/‘ar" (pronounced [‘@/j‘@Q] and [‘@t/j‘Qt]),
for example "uera" [tSet‘@Q] (I read) - "ger‘ar"
[tSet‘@t] (they read); "mrar‘sa" [plat™@] (I pay) -
"mrar‘ar" [plat’‘@t| (they pay).

Many problems are caused by so called homo-
graphs — words that are represented identically
but differ in pronunciation. When the corpus was
phonetized some interesting cases were described
and classified in groups:

e Nouns in which the change in stress leads to
a change in the category gender for example:
“rexnuka” (technician / technics), “busnka’
(phisician / phisics)

e Words in which the change in stress changes
their part of speech, for example: “rpyma’
(the corpse / group), “myma” (the shower /
soul)

e Verbs in which change in stress leads to
change of the verb tense, for example
“3anens”, “samenar’ (put aside), “crogens”,
“ciopensar’ (share)

e Words that coincide in all their grammatical
forms, but have different semantics for exam-
ple “Bbara” (wool / wave), “mapa’ (steam /
penny), “6raxker” (fat / blessed)

These cases cannot be resolved by the tagger
and context rules, but can be partially reduced
by placing secondary (weaker) stress to the vow-
els in question, or rather vowel length markers, to
the wordform already recognized by the system as
a homograph. In such a way an auditory impres-
sion of a correct pronunciation of these forms is
created, while at the same time the possibility for
a completely wrong pronunciation of the synthe-
sized word in the concrete instance is eliminated.

4 Prosody annotation

We consider the intonation as a set of prosodic
elements characterizing human speech and its re-



alization in the act of the verbal communica-
tion. The grouping of the prosodic elements
according to their significance and their classi-
fication in different groups shows that some of
them are obligatory for the naturalness and in-
telligibility of speech, while others (not obliga-
tory in this respect) are characteristic for indi-
vidual speech and express the attitude of the
speaker. The first group includes the different
speech melody types characterizing the main com-
municative types of sentences in Bulgarian, the
correct putting of stress of words and definition of
pauses with respect to the punctuation as well as
the logical accentuation of words. Non-obligatory
prosodic elements include emotional speech indi-
cations such as sudden changes of voice, changes
in voice power, lengthened vowels, slower or faster
articulation of some words in the sentence.

Along with the description of the regularities
of sound patterns of Bulgarian, phonology is con-
cerned with the more abstract description of the
intonation patterns viewed as a suprasegmental
property of speech indispensable for the intelligi-
bility of automatically generated speech.

We used a testing tool for interactive modeling
of prosody changes to the synthesized speech. Us-
ing it we conducted a number of intonation mod-
eling tests and experiments for the elaboration of
formal rules describing the Bulgarian prosody.

4.1 Pauses

The rules determining the pauses in a string play
a very important role in speech synthesis. The
generated pauses should not interrupt speech or
change the meaning, but should add to the melody
contour of the segments. In different types of sen-
tences different pauses operate. Their major role
is in the process of the definition of the intona-
tion segments’ boundaries. All these factors were
taken in consideration in the formulation of the
formal pause definition rules to account for the
different cases:

e the phoneme string is temporarily inter-
rupted by a new line, new page or new para-
graph mark;

e different length of pauses is associated with
the different punctuation marks;

e in cases where two punctuation marks are
combined the longest pause is considered;

e in sentences, which exceed a given number of
wordforms determined by physiological fac-
tor;

e alternation on word boundaries where assim-
ilation is forbidden a short pause interrupts
the phoneme string. For example the cases
when a word ends with "m", "xx" u "ct";

4.2 Intonation

The rules describe the intonation contour of the
four main communicative types of sentences in
Bulgarian and their further subdivision into more
detailed subtypes:

e Intonation of a text segment ending with
a period "." - for example: “Toit xomere
[0 YJINIATa, IO KOSITO Oerre BLPBSJ IIPeIn
romuna.” (He was walking on the street, on
which he walked a year before.)

e Intonation of a text segment ending with
a question mark "?" which does not con-
tain question word or particle - for exam-
ple: “Bue mpasure omumsa rope? He 3naere
mumo? lmare momamno mo mareMaTruka?”’
(You hate those people above? You don’t
know anything? You have a homework on
mathemathics?)

e Intonation of a text segment ending with a
question mark "?"  containing at least one
question word - for example: “Kosiko cTpyBa
roBa najro? Kwoae sumysar parmure? Koit
orrosapsi 3a Ta3u padora?” (How much costs
this coat? Where do the crabs spend the win-
ter? Who is responsible for this job?)

e Intonation of a text segment ending with a
question mark "?". containing a question par-
ticle - for example: “Cera nm TpsabBa ma xXomst
Ha pabora? Toi Haiau me poitge Ha Bpeme?”
(Should I go to work now? He will come on
time, won’t he?)

e Intonation of a text segment ending with a
question mark "?", containing both question
word and particle - for example: “Koit 3unae
KOJIKO € CTPaJasia, KOJIKO € MUCIUIA 38 Hero
U KOJIKO JTbjro ro e odaksasia?!” (Who knows
how much she suffered, how much she was
thinking about him and how long she was
wating him?)



The methodology adopted for the representation
of these groups is based on the proper determi-
nation of a minimal intonation segment - the in-
tonema. By intonema we mean any stressed con-
tent word, which attracts proclitics or enclitics
and determines their tonal value.

For example in a sentence containing one con-
tent word and ending with a punctuation mark
"." as "Bbs Bazara." (In the vase.), the system
will track the main word stress and will add the
unstressed preposition "BbB" (in) to construct an
intoneme and will define its intonation contour as
rise-fall marked by the punctuation mark ".".

If the sentence comprises two intonation seg-
ments, the first one ending with """, and the sec-
ond with "." as in "Tpabsa ma nzbepem [oBeK,
B koiiro ja cme curyprau.”" (You have to choose
a man, of whom we can be sure.), the program
will determine the intoneme of the first segment,
finishing with "," as rise-fall and will apply it to
the intoneme preceding the comma. The second
segment in this sentence will be synthesized ap-
plying the rules for melody contour determined
by a punctuation mark ".".

The intoneme generation involves the applica-
tion of additional rules that take into account
the characteristics of speech resulting from factors
such as the number of intonemes in an intonation
segment and the length of individual intonemes.
On the operation of these rules, the system gen-
erates rules for segment initial, segment final and
segment internal intonemes, as well as for special
intonemes such as question words, question parti-
cles, etc.

5 Text processing technology

As already mentioned the whole text analysis
module is implemented as a pipeline of bima-
chines and subsequential transducers. The text
is transduced by each of the finite state devices
deterministically. After each step the text is en-
riched with additional information, which is used
by the following steps. At the end the text is an-
notated with token tags, POS tags, annotations
for phonemes and prosody.

For the construction of the rewriting rules we
used the methods presented in (Kaplan & Kay
94; Gerdemann & vanNoord 99; Ganchev et al.
03). All the rules are specified in the form o —
B/L R, where «, 3, L and R are regular expres-
sions. This means that each occurrence of a sub-

string presented as « is replaced by 3 if it occurs in
the context of substrings of L and R ((Kaplan &
Kay 94)). For solving the conflicts we used the
“first left longest match” strategy with the im-
plementation given in (Gerdemann & vanNoord
99). The actual realization of 2-tape automata
and the operations on them are implemented us-
ing the “one-letter automata” methodology given
in (Ganchev et al. 03). The rules are then com-
posed and represented by bimachines by the tech-
niques presented in (Roche & Schabes 97). For
the construction of the sequential transducer for
the rewriting dictionary rules we applied the new
method we developed and presented in (Mihov &
Schulz 04).

We have developed a new rule compiler called
“Siera” for practical implementation of the above
functionality. This system allows the descrip-
tion and construction of all needed language re-
sources including rule compilation from regular
expressions to one-letter automaton; composition,
union, concatenation of one-letter automata; con-
version of functional one-letter automata to sub-
sequential transducer or bimachine; compilation
of rewrite dictionaries to susequential transducer
and many others. In practice the entire text anal-
ysis is described as set of Siera scripts.

This methodology has provided a powerful, flex-
ible and comfortable linguistic development envi-
ronment while resulting to an exceptionally high
performance.

6 Implementation details

The SpeechLab 2.0 system is implemented in
ANSI C with a platform independent core. It was
successfully tested under Linux and Windows.

The base pitch can be set in the range of one
octave and the speed range is between two times
slower and two times faster than normal. The
usual options for reading the punctuation marks
or for spelling given expressions are provided. For
the fulfillment of specific requirements the system
is supplied with a module for dynamic setting of
specific configuration options. For example, the
user can switch off the English dictionary, intona-
tion, stresses and pauses between words, numbers
can be read by digits, dates and abbreviation ex-
pansion can be controlled.

The size of text processing module is 120 MB
and the size of the voice module is about 10 MB.
Using memory map files the memory occupied in



the computer is about 15 MB.

The speed of the synthesis including the saving
of 16KHz 16 bit audio stream is 963 words per
second on a 3 GHz Pentium 4 computer running
Linux. Even on a 100 MHz Pentium II computer
with only 32 MB SpeechLab 2.0 was able to pro-
vide real-time synthesis.

7 Conclusion

The presented SpeechLab 2.0 system provides a
high quality Bulgarian speech. People with vi-
sual disabilities have extensively tested the sys-
tem. Currently it is available free of charge for
all Bulgarian visually disabled people from “Hori-
zonti” foundation and the Union of the Blinds in
Bulgaria. In result of the tests SpeechLab 2.0 was
acknowledged to fulfill the requirements of the vi-
sually impaired people.

Although the tests revealed a high quality of
the synthesized speech, there is still room for im-
provement in a couple of directions. In the near
future we plan to create a more sophisticated syn-
tax analysis, better homograph resolution rules
and more complex intonation contour annotation.
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